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ABSTRACT

Theoretical and practical issues pertaining to keyword search over data graphs are discussed. A formal model and algorithms for enumerating answers (by operating directly on the data graph) are described. Various aspects of a system are explained, including the object-connector-property data model, how it is used to construct a data graph from an XML document, how to deal with redundancies in the source data, what are duplicate answers, implementation and GUI. An approach to ranking that combines textual relevance with semantic considerations is described. It is argued that search over data graphs is inherently a two-dimensional process, where the goal is not just to find particular content but also to collect information on how the desired data may be semantically connected.

Categories and Subject Descriptors: H.2.4[Database Management]; Systems—Textual databases; H.2.5[Database Management]; Heterogeneous Databases; H.3.3 [Information Storage and Retrieval]: Info. Search and Retrieval—search process

General Terms: Algorithms, Design, Human Factors
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1. INTRODUCTION

Keyword search over databases may have started in order to deal with traditional databases that also have free text, but nowadays it faces broader challenges. Traditionally, database systems provide query languages for finding answers at a very fine granularity with a high degree of precision. Information retrieval deals with documents that are typically produced by different people. Traditional keyword search returns whole documents that are relevant to some extent. Databases require a considerable effort to organize the data at both the logical and physical level, in order to effectively support query languages. Information retrieval can be applied more easily to a collection of documents.

Data sources (and not just documents) are being generated at an exponential rate in a manner that “does not allow top-down design (or even overall design)” [3]. In many cases, those sources also include free text. Traditional query languages are not effective, because there is no overall design and the data is inherently heterogeneous. Conventional information retrieval lacks the ability to take advantage of the available data semantics. Thus, new paradigms are needed, and some synergy of query languages and information retrieval is a promising approach.

Graphs are a good way of representing data that is created in an autonomous, distributed way. Most data models (such as relational databases, XML and RDF) can be easily represented as graphs. Nodes can store data at a variable granularity (that is not necessarily uniform across the graph), and their contents could be semi-structured or even textual. Edges stand for semantic relationships between pairs of nodes.

Keyword search over data graphs enjoys the advantage of a very simple way of querying (just a set of terms, as in information retrieval). It also provides the main feature of database query languages, namely, ability to produce results with some semantic information, because answers are subtrees or subgraphs and, hence, have a structure.

There are three major issues to deal with when designing a system for keyword search over data graphs. First, it is not easy to design algorithms for evaluating search queries, because an answer is a subtree or a subgraph, rather than just a connected set of tuples. Second, answers must be ranked. Substantial work has been done in information retrieval on ranking and there are effective methods with foundations that are both theoretical and empirical (e.g., language models [32]). Ranking based on the relative importance and relevance of entities and relationships is not well understood. It is even less clear how to combine textual and semantic rankings. The third issue includes various aspects of a practical implementation, such as efficiency, scalability and human factors (e.g., a suitable GUI for displaying answers that are subtrees or subgraphs). The rest of the paper covers these important issues.

This paper offers a personal perspective and is not intended to be a survey. It is organized as follows. Section 2 offers a retrospect on how keyword search over data graph might have evolved out of earlier research. Section 3
defines the formal notions of data graphs, queries and answers. It also discusses algorithms for enumerating answers with an emphasis on three important properties: correctness (i.e., ability to generate all the answers), efficiency and ability to enumerate in some desired order. The algorithms we discuss are of the type that works directly on the data graph (as in [5, 19]), rather than by first generating expressions and then evaluating them (e.g., [4, 17]). Section 4 is about the system we have implemented. In particular, we describe the object-connector-property data model and how it is used to construct a data graph from an XML document. Data graphs can also be built easily from other types of data (e.g., relational databases and RDF), but we prefer to do that from XML. Section 4 also describes how to deal with redundancies in the source XML document (which are likely in real-world datasets) and how to define duplicate answers. In addition, Section 4 discusses various aspects of the implementation and the GUI. Section 5 deals with the issue of ranking. It describes our particular approach to a ranking that combines relevance of the text with semantic importance, where the former depends on the query at hand whereas the latter does not. In Section 6, we argue that finding information in a data graph is inherently a two-dimensional search. That is, we have to find not just particular answers but also relevant patterns (i.e., expressions) that may indicate the semantic structures (rather than specific contents) of the information we are looking for. We conclude in Section 7.

2. A RETROSPECT

The aim of keyword search in information retrieval is to find relevant documents. Database queries are geared toward providing full and accurate answers to precise queries. The universal relation (e.g., [10, 34, 35]) might be perceived as an early attempt to combine the two. In that paradigm, a query is just a set of terms, which are attribute names. The goal is translate those terms into a relational query over the database. In retrospect, the universal-relation approach has not been widely used in practice, because the emphasis was on finding the correct translation of the attribute names to a relational query. This approach might have been more successful if it had been oriented toward finding relational queries that are (just) relevant to the given attribute names. An early system for keywords search over XML is [9]. That system also suffered from the desire to determine the correct way of answering a query and was limited to a data in the form of tree (rather than a graph).

A major obstacle in the development of a universal-relation interface was the need to handle incomplete information. In other words, even if one is able to translate correctly a set of attributes into a join of several relations, the result may be empty due to missing data. The notion of full disjunctions [11], also called maximal answers, was developed to tackle this problem, and several algorithmic solutions were found (e.g., [8, 33]). The difference between a full answer and a maximal answer is that the former is a set that includes exactly one tuple from each relation, whereas the latter is a maximal set consisting of at most one tuple from each relation. In both cases, all the tuples of the set must be join consistent. Hence, an answer is maximal if one cannot add any tuple (from a relation not present in the answer) and still have a join consistent set. However, even a solution to the problem of incomplete information is not quite sufficient when dealing with heterogeneous data that is created in an autonomous, distributed manner, as we explain next.

In the database way of finding information, we first formulate a query that gives the correct relationship between the entities of interest and then perform some selections. For example, if we want to find whether Smith is a teacher of Jones, we first need to join several relations to get the correct connection between students and their teachers. Then, we select tuples where the teacher name is Smith and the student name is Jones. Common optimizations may reverse the order and do selections before joins. Nonetheless, in principle, we formulate a query that is good not just for Smith and Jones, but for any pair of a teacher and a student—all we have to do is a simple substitution that replaces the terms “Smith” and “Jones” with some other names. This is drastically different from keyword search that zooms in, at first, on documents that are relevant to Smith and Jones, and only then does it become apparent whether Smith is a teacher of Jones. Of course, it may not be easy to find the particular information we are looking for (namely, whether Smith is a teacher of Jones) by inspecting documents that are relevant to these two individuals. If Smith indeed teaches Jones, we are likely to find rather quickly concrete evidence to this fact (especially if we add the term “teach” to the query). But how can we be sure that Smith does not teach Jones? Inspecting all relevant documents (and verifying that none of them pertains to the fact that Smith teaches Jones) may require too much time. This is one indication to the need for a two-dimensional search that we mentioned in the introduction and is further explained in Section 6.

To summarize thus far, a database query is good not just for finding a particular unit of information (such as “Smith teach Jones”)—it can actually be used (with minor modification) for getting every fact of the same type (e.g., that one person is the teacher of another). This characteristic (along with the need to enforce some constraints) is the cause of why a good database design is rather elusive. It is even harder to preserve this property when dealing with data integration from heterogeneous sources and data exchange. Nevertheless, a lot of database research has been fueled by the belief that a database must have that characteristic at all cost. Is it really needed? Undoubtedly, a database of a bank must have this property. However, in an era where the amount of information grows exponentially, it is unrealistic to expect that all databases will have that property. Keyword search is an attractive alternative, because it concentrates on specific terms (e.g., “Smith” and “Jones”) without trying to find a way of answering all queries of the same type (e.g., does one person teach another?). However, keyword search is oblivious to the semantic structure of the data and, therefore, is rather limited in its ability to concisely retrieve precise information. In this paper, we describe ongoing work that aims at amalgamating the two paradigms: keyword search and database queries.

3. FORMAL MODEL AND ALGORITHMS

In this section, we describe the formal notion of a data graph and define what are answers to keyword queries. We also discuss several algorithms for generating answers.

3.1 Formal Data Graphs

Formally, a directed data graph has two types of nodes: structural nodes and keyword nodes. The former corre-
sponds to the basic components of the data. For example, in a data graph derived from a relational database, the structural nodes are tuples. The edges correspond to foreign-key references among tuples. A data graph may also be derived from an XML document. In this case, the structural nodes may correspond to elements of the XML document (alternatively, there could also be a separate structural node for each attribute). The edges indicate the relationships that are derived either from id references or nesting (i.e., an element appearing inside another one). Each structural node has some associated text, namely, its content. In the case of a data graph derived from a relational database, the content of a structural node is the same as that of its corresponding tuple. That content comprises both the attribute names and their values. When the data graph is obtained from an XML document, the content associated with a structural node is that of its corresponding element, but excluding the content of sub-elements (or attributes that are represented by other nodes). Each structural node also has a label. There is no need to assume that a label uniquely identifies a node. The edges have neither contents nor labels.

The keyword nodes are for the terms that comprise the contents of the structural nodes. Each keyword has its own node. We use the keyword itself to identify its node. From each structural node $s$, there is an edge to every keyword node $k$, such that $k$ appears in the content of $s$. By a slight abuse of terminology, we may refer to a “keyword node” just as “keyword.”

An example, Figure 1 shows a data graph (where keyword nodes are shown as words). This data graph is derived from a small part of the Mondial relational database, so its structural nodes correspond to tuples (and their labels are tuple identifiers). Note that in our model, each keyword is represented by a single node and all its occurrences point to that node (hence, this is not a restriction). Moreover, keywords have only incoming edges.

The nodes and edges of a data graph have nonnegative weights. The length of a path in the graph is the sum of the weights along the path. The height of a directed subtree $T$ is the maximum length of any path from the root of $T$ to a leaf. The weight of $T$ is the sum of weights of all the nodes and edges of $T$.

### 3.2 Queries and Answers

In our model, a query is a set of keywords (or terms) $Q$. We assume that a query has at least two keywords. An answer to $Q$ is a directed subtree $T$ of the data graph $G$, such that $T$ contains all the keywords of $Q$ and is non-redundant. The occurrences of the keywords are represented by their corresponding nodes. Thus, the subtree $T$ must include the nodes for all the keywords of $Q$. Non-redundancy of $T$ means that $T$ is reduced with respect to $Q$, namely, $T$ contains the nodes for all the keywords of $Q$, but has no proper directed subtree that also includes all of them.

Since an answer $T$ is a directed subtree, it follows that $T$ has a node $r$, called the root, such that every other node of $T$ is reachable from $r$ through a unique directed path. Alternatively, we can characterize an answer as a subtree $T$ of $G$, such that the root has at least two children and the set of leaves is exactly $Q$.

**Example 1.** Consider the data graph $G_1$ of Fig. 1. Let the query $Q$ consist of the keywords Belgium, EU and Brussels, that is, $Q = \{\text{Belgium}, \text{Brussels}, \text{EU}\}$. The only two answers are the subtrees $A_1$ and $A_2$ shown in Fig. 2.

Now, consider the query $Q' = \{\text{Brussels}, \text{EU}\}$. $A_1$ and $A_2$ are not answers to $Q'$, because each one contains a proper subtree that also includes the given keywords.

Following [20, 22], we can also view a data graph $G$ as undirected. In this case, there are two types of answers to a query $Q$. First, an undirected answer is an undirected subtree that contains all the keywords and is reduced (i.e., has no proper undirected subtree that also contains all of them). Second, a strong answer is an undirected answer, such that all its keyword nodes are leaves (that is, we cannot use a keyword node in order to connect two structural nodes). When we just say “answer,” we usually mean “directed answer” as defined earlier.

### 3.3 Generating Answers

Given a data graph $G$ and a query $Q$, our goal is to enumerate the answers to $Q$ by increasing weight. Thus, we follow the principle that a smaller subtree indicates a stronger relationship between the keywords.

For efficiency, we would like the enumeration to be with polynomial delay [18], which means the following. There is a polynomial $p(n)$, where $n$ is the size of the input (i.e., $G$ and $Q$), such that the time needed to produce the next answer (since the previous one was printed) is always bounded by $p(n)$. The initial delay (i.e., the running time until the first answer is printed) and the final delay (i.e., the time interval between printing the last answer and terminating) are also bounded by $p(n)$. In particular, if there are no answers at
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**Figure 1:** Data graph $G_1$

**Figure 2:** Answers $A_1$ and $A_2$
all, then the algorithm must stop after a polynomial number of steps. To improve efficiency, we may want to consider enumeration in an approximate order. This type of enumeration is formally defined in [22].

An important property of an algorithm for enumerating answers is the ability to generate all of them. It is challenging to design an algorithm that does not miss answers. In fact, this property is not realized by most of the existing algorithms that work directly on the data graph (see [12] for more details about this issue).

In summary, an algorithm for enumerating answers should have three important properties: correctness, efficiency and order. The first means that an enumeration algorithm should be capable of generating all the answers. The second refers to the guaranteed running time (e.g., polynomial delay). The third means that the enumeration should be in some desirable order (e.g., by increasing weight).

We would like to realize all of these three properties both theoretically and practically. However, some compromises might be necessary, especially when considering the practical point of view.

The work of [21, 23] was the first to give algorithms that are correct and provably efficient (i.e., run with polynomial delay); however, the enumeration is in an arbitrary order. This work includes algorithms for all three variants of answers (i.e., directed, undirected and strong).

The work of [22] was the first to give algorithms that realize all of those three properties. That is, they enumerate all answers, with polynomial delay and by increasing weight. Since this necessarily involves solving the Steiner-tree problem, it is essential to assume that the query is of fixed size. However, the exponential factor (in the polynomial that bounds the delay) is of the form $c^q$, where $c$ is a small constant and $k$ is the number of keywords in the query. Practically, this is much better when compared to processing relational queries for which the exponential factor is of the form $n^k$, where $n$ is the size of the database and $q$ is the size of the relational query. In [22], they also give algorithms for enumerating in an approximate order by weight. These algorithms achieve polynomial delay without assuming that the query is of fixed size. All three types of answers (i.e., directed, undirected and strong) are considered in [22].

Since enumeration by increasing weight is not easy to achieve in practice, an alternative approach, which was introduced in [5, 19], is to enumerate (directed subtrees) by increasing height. The rationale is that enumerations by increasing weight and height are reasonably correlated. Therefore, we can achieve an enumeration that is close to the desired order as follows. Suppose that we want $n$ answers. We enumerate by increasing height a larger number of answers (say 10$n$), and then sort them by increasing weight and take the first $n$. This approach was adopted in [12]. Their algorithm enumerates answers in a 2-approximate order by increasing height with polynomial delay. In contrast to [5, 19], the algorithm of [12] does not miss answers and enumerates with polynomial delay. The work of [12] considers only directed answers.

3.4 Practically Efficient Algorithms

We have mentioned that the important properties of an enumeration algorithm are efficiency and ability to generate all answers in an order that is close to the desired one. However, an algorithm with a theoretical guarantee of efficiency (e.g., polynomial delay) is not necessarily better in practice than algorithms without such a guarantee. The reason is that theoretical efficiency is typically for the worst case, whereas in practice we measure (in experiments) the average behavior.

As mentioned earlier, a fast algorithm for generating directed answers was introduced in [5]. It uses Dijkstra’s shortest paths iterators—one per keyword of the query $Q$. When these iterators (which start at the keyword nodes) meet in a structural node $v$, then we should examine the directed subtree $T$ consisting of the shortest paths from the keywords of $Q$ to $v$. If the root of $T$ has at least two children, then it is a directed answer. This is a fast algorithm in practice, even though its delay is not always polynomial. A more severe problem with this algorithm is the inability to generate all answers. In particular, that algorithm cannot generate an answer $T$ rooted at $v$, such that some paths of $T$ from the keyword nodes of $Q$ to $v$ are not the shortest. The algorithm of [12] also uses shortest paths iterators as in [5], but it does so within the Lawler-Murty’s procedure [26, 31] and couples those iterators with an additional algorithm for finding a directed subtree having a root with at least two children, when the shortest-path iterators do not produce such a subtree. Thus, the algorithm of [12] is both correct and theoretically efficient. However, we have developed another correct algorithm that is considerably faster in practice, even though its worst-case delay is exponential. That algorithm enumerates all directed answers by increasing height and is given in [15]. Next, we briefly describe its main ideas.

First, we can modify Dijkstra’s algorithm so that it enumerates all simple (i.e., acyclic) paths by increasing weight from $s$ to $t$. To do that, the queue has to store paths rather than nodes. A path is represented by a linked list in reverse order from its last node $u$ to $s$. In each iteration, we remove the shortest path $p$ from the queue. Let $u$ be the last node of $p$. We create new paths by adding the outgoing edges of $u$ at the end of $p$, and insert them into the queue provided that they are acyclic. This is a rather simple modification of Dijkstra’s algorithm that was already presented in [36]. Now, we can modify the algorithm of [5] by using an all-simple-paths (rather than a shortest-path) iterator from each keyword node of $Q$. When paths from all the keywords of $Q$ meet at a node $r$, we have to check that they create a subtree and that $r$ has at least two children. If so, we have a directed answer. Even this straightforward generalization of Dijkstra’s is substantially more efficient than the algorithm of [12]. Its efficiency can be enhanced by the following idea.

For each keyword node $k$ of $Q$, we apply the following idea. At each node $u$, only the first path from $k$ that reaches $u$ can continue to the neighbors of $u$. Paths from $k$ that reach $u$ subsequently are frozen at $u$. Those paths are unfrozen and continue to the neighbors of $u$ only when discovering that $u$ is on a path from $k$ to a node $r$, such that $r$ is reachable from all the keywords of $Q$ (hence, $r$ could potentially be the root of a directed answer). This is just a rough overview and the actual algorithm is quite intricate; for a full description, see [15].

3.5 Parallel Algorithms

In the era of ubiquitous multi-core computers, using serial algorithms is a gross underutilization of the resources at hand. However, designing an effective parallel algorithm
is not an easy task. In this section, we give an overview of the work of [13] on optimizing and parallelizing ranked enumeration. As mentioned earlier, the algorithm of [12] uses Lawler-Murty’s procedure [26, 31]. The techniques of [13] actually apply to that procedure, rather than to a specific algorithm. Hence, the work of [13] is applicable to any ranked enumeration that uses Lawler-Murty’s procedure.

Lawler-Murty’s procedure works as follows. Essentially, it is a reduction of an enumeration problem to a sequence of optimization problems (i.e., each one entails finding the optimal solution) under constraints. The procedure stores solutions to those optimization problems in a priority queue. In each iteration, the top T of the queue is removed and printed, namely, T is the next element (e.g., an answer to a given query) in the ranked enumeration. In addition, several new optimization problems under constraints are created from T (in a way that also incorporates the constraints under which T was obtained). We call them the spawned optimization problems. Each one of those problems is solved and its solution is inserted into the queue before proceeding with the next iteration.

To apply Lawler-Murty’s procedure to a specific ranked enumeration, one has to determine the type of constraints to be used and to supply a subroutine S for solving the optimization problem under those constraints. In typical applications, S is iterative and has the property of a progressive lower bound, which means the following. At the end of each iteration, S provides a progressively better lower bound on the cost (e.g., weight or height) of the optimal solution.

The techniques of [13] use progressive lower bounds as follows. When the lower bound l of a spawned optimization problem P exceeds the value v at the top of the queue, P is no longer relevant to the current iteration. When all the active spawned optimization problems are no longer relevant, the next iteration can start. In particular, the solution at the top of the queue can be removed and printed, even though not all the spawned problems of the previous iteration have yet been solved.

A thread pool is used for solving spawned optimization problems. The main task (which has a dedicated thread) monitors the progressive lower bounds of the active spawned problems and decides if it is safe to continue with the next iteration. If so, the main task removes and prints the top T of the queue, and also creates the spawned optimization problems implied by T. This technique is called relevance monitoring.

The work of [13] also introduces the idea of freezing a spawned optimization problem. This is instrumental in not overloading the thread pool. When the progressive lower bound l of an optimization problem P exceeds the current value v at the top of the queue, P can be frozen. The computation of P should resume when the top of the queue becomes greater than l. Note that we want to freeze an optimization problem only when there is no available thread to work on it.

Combining the techniques of relevance monitoring and freezing in an effective parallel algorithm is not straightforward. In particular, subtle synchronization is needed between the various threads, the frozen optimization problems and the queue, and it should be done without either incurring too much overhead or doing excessive locking (which may reduce the degree of parallelism). The details are in [13].

An additional technique of [13] is early freezing. The idea is to create spawned optimization problem from a solution T when T is inserted into the queue (rather than when it is removed). Those spawned problems are frozen upon creation. Early freezing is needed in order to eliminate a situation of not having enough spawned optimization problems to work on (which means that the thread pool is underutilized). For example, in the context of parallelizing the algorithm of [12], this situation is especially likely when the query has a small number of keywords and, hence, each answer creates only a few spawned optimization problems. Early freezing entails a significant change in the logic of Lawler-Murty’s procedure, and requires a more subtle synchronization than the parallel variant (mentioned earlier) that uses freezing. The experiments of [13] show that early freezing delivers a speedup that is close to linear when using eight cores.

4. THE SYSTEM

In this section, we describe practical aspects of keyword search over data graphs. We start with a description of our data model. Then we explain how to build a data graph from an XML document. We discuss the issues of how to handle data redundancies in the source XML document and how to eliminate duplicate answers. Finally, we describe the implementation of our system and the GUI. This section is an overview of the work done in [14].

4.1 The OCP Model

An essential feature for keyword search over data graphs is a GUI that facilitates quick understanding of what an answer means. Showing just an XML fragment or a set of tuples makes it very hard to grasp the essence of an answer. The object-connector-property model was develop in [1] for rendering XML fragments that are answers to keyword search over data graphs. Figure 3 shows an answer to the query “Paris, Strasbourg.” Gray rectangles represent objects and red circles depict connectors. Each object has a title, which is shown in blue, and a type, which appears inside parentheses. For example, the top rectangle in Figure 3 represents the object entitled Strasbourg that has the type city. A connector has only a type, which is written in red next to the circle. Occurrences of the query keywords are underlined in green. Edges represent connections (i.e., relationships) between objects. An implicit connection is just an edge between two objects, and its meaning is clear from the context. For example, the edge connecting Strasbourg and France simply means that the former is a city of the latter. An explicit connection between a pair of objects is represented by a pair of edges that go through a connector. The type of the connector indicates the meaning of the relationship. For example, in Figure 3, the pair of edges

Figure 3: An answer to “Paris, Strasbourg”
Figure 4: A snippet of the Mondial DTD connecting France and Paris through the connector capital means that the latter is the capital of the former.

The OCP model assumes that the source data is given as an XML document. The first task is to identify the objects, connectors and properties of that document by examining the DTD. A set of rules for doing that was first developed in [1]. Here, we describe the approach of [14], which uses fewer, simpler rules as follows.

- An object is any XML element with an ID attribute.
- A connector is either one of the following two.
  - An element that has either an IDREF or IDREFS attribute, and does not have an ID attribute.
  - An IDREF or IDREFS attribute.
- A property is either one of the following two.
  - An element such that none of its attributes is either ID, IDREF or IDREFS (i.e., an element which is neither an object nor a connector).
  - An attribute that is neither IDREF nor IDREFS.

Example 2. Consider the DTD that is shown in Figure 4 (which is a part of the DTD of the Mondial XML document⁷). For each component (i.e., element or attribute) we want to determine whether it is an object, a connector or a property. The element country is an object, because its attribute car_code is defined as ID in the DTD. Similarly, the elements province, city, organization and sea have the attribute id that is defined as ID; hence, all of them are objects. The attributes capital and memberships of the element country are connectors, because the former is defined as IDREF and the latter—as IDREFS. Similarly, the attribute country is a connector in all of the elements where it appears (i.e., border, city and sea), because each of those occurrences is defined as either IDREF or IDREFS. The element border is a connector, because its attribute country is defined as IDREF and it has no other attribute that is defined as ID. The elements name and ethnicgroups are properties, because they have neither an ID, an IDREF nor an IDREFS attribute. Finally, the attributes car_code,  percentage and (all the occurrences of) id are properties, because they are defined as neither IDREF nor IDREFS.

Looking now at the XML fragment of Figure 5 that conforms to the DTD of Figure 4, we can see that lines 12–15 define a particular object that has two properties: car_code and name. That object also embeds two connectors: memberships and border, where the latter has a connector of its own, namely, its attribute country.

As already mentioned, each object, connector and property has a type, which is just the name of the corresponding element or attribute in the DTD. In the above example, the type of (either the object or connector) country is country, the type of the property name is name, etc. Each object has a title, which is the value of one of its properties. As a heuristic, the title is the value of a property having a type such as name, header, etc; however, for some XML documents, this heuristic may have to be modified. For example, lines 12–15 of Figure 5 define an object of type country that has the title Lebanon (which is the value of its property name). It is possible that some objects lack any title. In the next section, we use the types and titles in lieu of the labels of the formal data graph of Section 3.1.

The above example illustrates several points. First, both objects and connectors may have properties (e.g., name and length are properties of an object and a connector, respectively). Second, properties can be nested (e.g., percentage is a sub-property of ethnicgroups). Third, a connector may nest another connector (e.g., the connector border contains the connector country). Obviously, objects may be nested (e.g., province is a sub-object of country).

4.2 Constructing the Initial Data Graph

We now describe how to build a directed data graph from a given XML document, after we have determined the objects, connectors and properties using the rules of Section 4.1. This construction is taken from [14] and it comprises two phases. In this section, we show how to build the initial data graph. The second phase of adding more edges is discussed in the next section. Note that here we describe a
concrete implementation of the abstract notion of a data graph that was given in Section 3.1. We actually describe only the construction of the structural nodes and their edges. The keyword nodes are discussed in Section 4.6. Thus, by a slight abuse of terminology, when we say “node,” we mean “structural node.”

Due to the tree structure of an XML document, each element and attribute has (at most) one parent. To emphasize that this notion of a parent is defined by the XML document, we call it the XML parent and define it formally as follows. For an attribute a, the XML parent is the element to which a belongs. For an element e, the XML parent (if it exists) is the immediate super-element s in which e is nested. The notion of an XML parent implies naturally the meaning of an XML child.

For simplicity, we make two assumptions. First, if an element does not have an XML parent, then it is an object (i.e., it has an ID attribute). Second, an element that is a connector cannot have a sub-element that is also a connector (but it may have an attribute which is a connector). The first assumption is rather natural, but the second is not always satisfied in real-world XML documents. The general case (namely, when the second assumption does not hold) is handled in [14].

In the data graph, there are structural nodes for all the objects and for some of the connectors. By a slight abuse of terminology, we do not distinguish between a node v and the object or connector for which v was created. That is, we may call v an object or a connector (rather than a node). We construct the data graph as follows. For each object o, we create a unique node and add a directed edge (o, o′) for all XML children o′ of o, such that o′ is also an object. For a connector c, we do the following. If c is an element, we create a node for c and add a directed edge from the XML parent of c to c. If c is an attribute, we consider each IDREF i in the value of c. If i points to an object α that has the same type as c, then we add a directed edge from the XML parent of c to α. If there is at least one i that does not satisfy that condition (namely, i points to an object of a different type), then we create a node v for c and add a directed edge from the XML parent of c to v. In addition, for each i, such that i points to an object α of a different type from that of c, we add a directed edge from v to α.

We do not create nodes for properties. Since properties can be nested, we consider each maximal subtree t (of the XML parent hierarchy), such that t comprises only properties, and associate t with the XML parent of its root.

**Example 3.** In Example 2, we showed what are the objects, connectors and properties of the XML fragment of Figure 5. Figure 6 depicts the data graph constructed from that XML fragment. The nodes for objects are rectangles and those for connectors—ellipses. To avoid cluttering, only the title (but not the type) of an object is written inside its corresponding node. For a connector, its node includes the type. The solid edges are those created as explained earlier. The dashed edges will be discussed in the next section. Recall that lines 12–15 of Figure 5 define the object Lebanon of type country. A single node is created for Lebanon and its two properties (i.e., car_code and name). The object Lebanon embeds the connectors memberships and border. The connector memberships is an IDREF attribute that points to the object UN (which is defined in lines 19-21 of Figure 5). Since memberships is different from the type of UN (which is organization), we create a node for memberships and connect it by a directed edge to UN. Similarly, a node is created for the connector border of Lebanon. Line 14 of Figure 5 shows that border has the attribute country, which is a connector with a single IDREF that points to Israel (which is also of type country). Hence, we add a directed edge from (the node created for) border to Israel and no node has to be created for the connector country of line 14 of Figure 5. Note that a node of type memberships is created also for Israel, but it has two outgoing edges, because Israel is a member of two organizations. As a last example, lines 5–10 of Figure 5 define the object Central of type province that embeds the object Jerusalem of type city. Therefore, there is a directed edge from Central to Jerusalem.

For simplicity, we assume that in a data graph that is constructed as described in this section, all the edges are between either two objects or an object and a connector; that is, there is no edge between two connectors. This is equivalent to requiring the following. If a connector c is an element of the given XML document, then each of its IDREF or IDREFS attributes a points only to objects that have the same type as a. We have also ignored the case that a connector has no outgoing edges and the possibility of some errors in the source XML document (e.g., an id reference that points to a non-existing element). As already mentioned, the general case is discussed in [14].

### 4.3 Adding Opposite IDREF Edges

The initial data graph (constructed in the previous section) cannot provide some answers that we would expect to get. For example, consider the data graph of Figure 6 with only the solid edges (which are those of the initial data graph). This graph does not have a subtree that includes Israel, Lebanon, UN and the two memberships nodes. So, when posing the query “Israel, Lebanon, UN” we would not get the answer that both Israel and Lebanon are members of the UN. A solution to this problem is to introduce edges in the opposite direction of existing ones. We could do it for all edges, but that may result in overwhelming the user with too many answers of a semantically weak nature. Therefore, we do it more judiciously as discussed in this section, based on the work of [14] (which also includes additional details that are not covered here).
Recall that an explicit connection between two objects \( o_1 \) and \( o_2 \) is a pair of edges \((o_1, c)\) and \((c, o_2)\) that pass through a connector \( c \) (note that in the initial data graph, the latter edge is due to an id reference). An implicit connection is a single edge \((o_1, o_2)\) between two objects, and it is either an implicit idref connection or an implicit nesting connection depending on whether it is due to an id reference or nesting, respectively. When we just say "connection," we mean that it could be of any type.

For some of the connections that are not due to nesting, we add edges in the opposite direction. We use the data graph of Figure 6 as a running example. Recall that solid edges are those created for the initial data graph, as explained in the previous section. Dashed arrows are called opposite idref edges and we now describe the rules for creating them.

Suppose that \( c \) is an implicit idref connection from node \( o_1 \) to \( o_2 \). If the data graph does not already have a connection (using only solid edges) in the opposite direction, we add a directed edge from \( o_2 \) to \( o_1 \). For example, in Figure 6, we add the (dashed) edge from \( \text{Israel} \) to \( \text{Mediterranean Sea} \). However, there is no need to add an edge from \( \text{Israel} \) to \( \text{Jerusalem} \), because the data graph already has a connection from the former to the latter through the connector \( \text{capital} \).

Now, suppose that there is an explicit connection from \( o_1 \) to \( o_2 \) consisting of the edges \((o_1, c)\) and \((c, o_2)\), namely, \( c \) is a connector. At first, we assume that the objects \( o_1 \) and \( o_2 \) have different types. We add the edges \((o_2, c)\) and \((c, o_1)\) if in the opposite direction, there is neither an implicit connection nor an explicit connection that uses the same connector type. For example, in Figure 6, for the explicit connection \( \text{Israel} \rightarrow \text{memberships} \rightarrow \text{Interpol} \), we add the edges from \( \text{Interpol} \) to \( \text{memberships} \) and from \( \text{memberships} \) to \( \text{Israel} \). However, for the explicit connection \( \text{Israel} \rightarrow \text{capital} \rightarrow \text{Jerusalem} \), we do not add any edges, because there is already the implicit connection from \( \text{Jerusalem} \) to \( \text{Israel} \) in the initial data graph.

If \( o_1 \) and \( o_2 \) have the same type, then additional information is required. We need to determine whether the connection is symmetric or asymmetric. For example, for two countries, the connection that they have a common border is symmetric. That is, if we reverse the direction of the connection, its meaning remains the same. In contrast, for two papers, the connection that one cites the other is asymmetric. Namely, if the first paper cites the second, then the opposite connection is cited_by and not cite.

If the explicit connection (from \( o_1 \) to \( o_2 \) of the same type) is symmetric, then we treat it as in the case where \( o_1 \) and \( o_2 \) have different types. For example, for the explicit connection \( \text{Lebanon} \rightarrow \text{border} \rightarrow \text{Israel} \), we do not add any edges, because there is already an explicit connection in the opposite direction through border.

Figure 7 depicts a situation that occurs in the data graph for the DBLP dataset. There is an explicit connection from paper1 to paper2 through cite, which is asymmetric. In this case, we add opposite idref edges from paper2 to paper1 through the same cite connector. We do that even though there is already a connection from paper2 to paper1 through another cite connector. The new connection through the opposite idref edges is really cited_by (rather than cite). Therefore, when presenting an answer that uses those opposite idref edges, we show the connector as having the type cited_by (rather than cite). In other words, cited_by does not exist in the data graph—it is only created at the presentation level.

Determining whether a connection is symmetric or asymmetric can be done interactively by consulting some users. It can also be done automatically as explained in [14].

We end this section with the following observation. In the initial data graph, a node of a connector has exactly one incoming edge (from its XML parent). Therefore, if a node of a connector has any incoming opposite idref edges, then it has exactly one outgoing opposite idref edge; otherwise, it has no outgoing opposite idref edges.

### 4.4 Data Redundancies

Real-world data often has redundancies. The Mondial XML document has quite a few. For example, Figure 6 shows that the information about borders is stored twice. There is a connection through border from Lebanon to Israel and vice versa. This redundancy is rather easy to detect, because the same type of connector is used for both directions. As explained in Section 4.3, we do not create opposite idref edges in this case. Sometimes each direction is through a different type of connector. For example, the Mondial XML document stores for each country information about its memberships in organizations, and for each organization it lists its members. Only the former is shown in the XML fragment of Figure 5 and in the data graph of Figure 6. This kind of redundancy is harder to detect, because one direction uses connectors of type memberships whereas the other is through the type members. Nonetheless, [14] shows how to detect this redundancy automatically. Hence, there is actually no need to add opposite idref edges for connections through memberships when building the data graph for the full Mondial XML document (and the same is true for members).

There are also cases of redundancies involving different connections in the same direction. The Mondial XML document stores twice the same relationship between a river and the countries through which it flows. First, each river has an IDREFS attribute country that points to the relevant countries. Second, for each river, Mondial stores separately each country and those of its provinces that contain the river. In this case, it seems reasonable not to include the former in the data graph (i.e., to remove the attribute country of river). Automatically detecting this kind of redundancy can be done as explained in [14].

### 4.5 Eliminating Duplicates

We use a directed data graph. In the graphical interface (e.g., Figure 8), the direction of the edges is not shown explicitly, but is from top to bottom. Due to opposite idref edges, when we get the answer of Figure 8, there would also be a similar answer but in the opposite direction (i.e., the root is Ukraine and Dnepr is the leaf). These two answers are essentially the same. As in [5], we use an undirected semantics for answers. Since we employ an algorithm that generates directed subtrees, we need to eliminate duplicates.
An answer is removed if it is the same as a previous one when viewing edges as undirected. Duplicate elimination is done after removing the keyword nodes (which are attached to the data graph when generating answers, as explained in the next section).

Eliminating duplicates just on the basis of undirected semantics may not be enough. For example, in Figure 6, the information that Lebanon and Israel have a common border is stored in both directions using different connectors (although both are of the same type). Therefore, our system offers also the option of eliminating duplicates while viewing two connectors as the same node if their types are identical. In this way, we would get only one answer (rather than two) with the information that Lebanon and Israel have a common border. Note that this would eliminate many redundancies among answers that include the path Lebanon → border → Israel (or its reversal). This idea can be extended to cases where two different types of connectors are deemed the same (e.g., memberships and members). An alternative is to build the data graph so that the same connection between two objects is represented in both directions by the same connector (i.e., same physical node).

It should be noted that although duplicate removal assumes that edges are undirected, we still get fewer answers compared with the case of assuming that the initial data graph is undirected (and generating strong answers). We believe that in this way, we quickly cull many semantically weak answers, even if there are examples where this is not necessarily the case. In summary, we judiciously add opposing idref edges (as explained in Section 4.3), but eliminate duplicates based on an undirected semantics. We believe that this approach strikes the right balance between inundating the user with a lot of semantically weak answers, on the one hand, and missing important ones on the other hand.

### 4.6 Implementation and GUI

The data graph is stored in a DBMS. When the system is started, a skeleton of the data graph is loaded into main memory. The skeleton consists of the structural nodes with only their internal ids (generated by the system) and their edges. When a query $Q$ is given, nodes are created for its keywords. Those nodes are attached to the data graph, based on the information in the DBMS. That is, an edge is created from each node $v$ of the data graph to a keyword $k$ of $Q$, provided that the content of $v$ contains $k$. Note that the keyword nodes that are needed for generating answers to $Q$ are only those for the terms of $Q$.

When parsing the source XML document, during the construction of the data graph, we also create for each node $v$ an XML fragment that describes the full content (i.e., text) of $v$, that is, its type, title (if it exists), all the nested properties and their values, and any additional text (e.g., PCDATA). The XML fragment of each node is stored in the DBMS. Given an answer, we can easily combine the XML fragments of its nodes to obtain an effective graphical rendition.

Our approach of using fat nodes, by associating each object and connector with all its properties (even nested ones), results in a much smaller data graph, compared with having a separate node for each property. Thus, less main memory is needed and the traversal of the graph is faster when generating answers. As demonstrated in [2], fat nodes also facilitate an easy-to-understand graphical presentation of answers. The default display of an answer is illustrated in Figure 8. The keyword of the query are underlined in green. Only properties that include the keywords are shown. There is an option to expand an answer so that all its properties are displayed, as illustrated in Figure 9.

Recall that an answer is defined (in Section 3.2) as a reduced subtree with respect to the query. Next, we discuss cases where this definition does not yield (sufficiently) meaningful answers and explain how to handle them.

It is meaningless to show a connector without displaying also some of its adjacent objects. Actually, we need to display at least two adjacent objects, such that one of them is the XML parent of the connector. For example, in the data graph of Figure 6, there is a connector memberships with the adjacent objects Israel, Interpol and UN. Any meaningful information pertaining to that connector must include at least its XML parent Israel and one more adjacent object. Observe that if we display two adjacent objects, such that none is the XML parent, then the obtained information is rather meaningless. That is, UN ← memberships → Interpol only indicates that some country is a member of both Interpol and UN.

Hence, if a connector is either the root or a leaf of a generated answer $A$, we need to augment $A$ before showing it to the user. First, suppose that the root of $A$ is a connector...
c. Recall that the root must have at least two children. If one of them is the XML parent of c, we discard the answer A, because it is more meaningful when the XML parent is the root (and due to opposite idref edges, there would be an equivalent answer that satisfies that). If the answer A is not discarded, we add the XML parent of c as the new root (and c becomes its child). Note that this augmentation violates the requirement that the root must have at least two children, but it is necessary to make the answer meaningful to the user.

Now, suppose that a leaf of the answer A is a connector c. If a solid edge (i.e., of the initial data graph) enters c to the user. A solid (resp., dashed) edge. Since this rule is applied during the traversal of the graph, we do not even generate answers in [14]. The discussion about augmentation already appears in the answer. These cases can be handled as explained in [14].

The discussion about augmentation already alludes to an important principle. That is, if a connector appears in an answer, both its incoming and outgoing edges should be of the same kind (i.e., all of them should be either solid or dashed edges). For example, consider the path Interpol → memberships → UN in Figure 6. A dashed (i.e., opposite idref) edge enters memberships and a solid one goes out. This is a rather meaningless path—all it says is that some country is a member of both Interpol and UN. Therefore, we do not want such paths in answers. We achieve this by requiring that the traversal of the data graph (during the process of generating answers) satisfies the following rule. If a path (which is part of an answer) enters a connector through a solid (resp., dashed) edge, then it must also leave through a solid (resp., dashed) edge. Since this rule is applied during the traversal of the graph, we do not even generate answers that violate it.

5. RANKING ANSWERS

In this section, we discuss the issue of how to assign weights to the nodes and edges of a data graph and how to do the final ranking of answers. It should be noted that lower weights are better, since (as mentioned in Section 3.3) we follow the principle that a smaller answer is more meaningful (and the size of an answer is actually its weight).

Two factors determine the weights: the semantics of the data and the text. The former refers to database aspects, namely, the relative importance of entities and the strength of the relationships among them (note that entities and relationships are objects and connections, respectively, in our model). The latter factor refers to the relevance of the text to a specific query, as viewed in information retrieval (IR).

Semantic considerations determine static weights that are independent of a specific query. Using a given query Q and the text associated with the nodes of the data graph, we should also derive dynamic weights that indicate relevance to Q. The weights of nodes and edges are used in two ways. First, when generating answers for a given query Q, we do it in a manner that uses the weights. As mentioned in Sections 3.3 and 3.4, enumeration by increasing height is a good strategy, because it can be done efficiently and has a good correlation with the desired final ranking. Second, those weights can be used in the final ranking, say by increasing weight (and, hence, “smaller is better” actually means “an answer with a smaller weight is better.”) However, the final ranking of answers may also be done in a way that is not strictly determined by their weights.

A common theme for determining static weights is “prestige” [5]. It is tempting to interpret this notion as meaning a high degree in the data graph. That is, an object that has a high degree in the data graph (which means connections to many other objects) would be deemed more important (and, hence, should get a lower weight). But this is hardly a universal principle. For example, which is a more important organization—one with many members or one with only a few? An organization with many members may be important because it is viewed as having a wide influence, whereas an organization with only a few members could be deemed important because it is highly exclusive. Formulas for assigning static weights are given in [12, 29, 30].

Clearly, the first step is to assign the static weights to the structural nodes of the data graph and to the edges connecting them, because they do not depend on a specific query. Now, suppose that we are given a query Q. Two issues arise: how to determine dynamic weights and how to assign them; in particular, there is no obvious way of combining static and dynamic weights.

In [29, 30], dynamic weights are computed by using language models [32] with smoothing methods [37]. In addition, the text of each node is divided into three fields: title, content and structure. The first field is just the title of a node, if it exists (recall that objects, but not connectors, typically have titles). The second is the whole text associated with the node (including the nested properties). The third comprises the type of the node and those of its properties (that is, the names of the corresponding elements and attributes from the source XML document). The approach of dividing the text into fields bears some similarity to [16]. It makes it possible to determine the degree of importance of a particular keyword occurrence depending on where it appears.

Recall from Section 4.6 that only keyword nodes of the given query Q are attached to the skeleton of the data graph, when generating answers to Q. In [30], only the edges of those keyword nodes get dynamic weights. Consider an edge (v, k) from a node v that has an occurrence of the keyword k of Q to the node for k. The weight of (v, k) is determined by the relevance of v to the query Q (rather than just to k). That relevance is calculated by the language-model approach. In particular, distinct language models are created for the title and content fields and then combined together. A keyword that appears in the structure field bears some similarity to [16], because language models are not effective in this case.

The final ranking of answers in [30] is not according to the weights of the generated answers. Instead, for each answer, the text from all its nodes is concatenated (while keeping distinct fields separately) and a new lm-value is computed based on language models. That lm-value is combined with the weight of an answer to yield a score that determines the final ranking.

An important issue is that of normalizing (into one scale) the static weights, the dynamic weights and the lm-values. Recall that the first are derived from semantic considerations whereas the latter two are obtained from language models. In particular, language models yield probabilities for which
the higher is better. The first task of the normalization is to invert those probabilities, since ranking is done by increasing score (i.e., the lower is better). The second task of the normalization is to make it meaningful to combine values obtained from language model with those derived from semantic considerations. Some formulas for doing that were developed in [30]. However, more research is needed to provide theoretical foundations for the normalization process.

In [30], as explained earlier, the dynamic weight of an edge \((v, k)\) from a node \(v\) to a keyword \(k\) is determined only by the relevance of \(v\) to the given query \(Q\). However, \(v\) is (at best) just one node of a relevant answer. In [29], a neighborhood of \(v\), called a virtual leaf, is considered rather than merely \(v\) itself. In addition, the estimation of probabilities for a virtual leaf takes into account the distance of each term occurrence \(t\) from \(v\), in a manner that resembles [27]. Note that the distance is the sum of static weights from \(v\) to the node containing \(t\). In [29], the idea of virtual leaves is also extended to virtual roots, that is, nodes that might be roots of relevant answers.

In [7], they developed a framework for evaluating database keyword-search strategies and tested nine systems. Their framework consists of three datasets and fifty queries for each one of them. When compared with those nine systems, [30] achieved higher MAP (mean average precision) on each of the three datasets, and [29] was even better. The work of [6] reported the best performance that has been achieved so far on the evaluation framework of [7], but the authors of [6] have not yet published sufficient details to reproduce their results.

In [30], they also showed how to combine the system described in Section 4 with Lucene,\(^4\) which is an open-source software for information retrieval. Thus, we can efficiently generate answers according to the ranking described in this section. In particular, [30] showed that there is no need to have edges entering keyword \(k\) from all the structural nodes that contain \(k\). Instead, it is sufficient to do that just for the top-\(N\) nodes that contain \(k\), where the ranking of those nodes is according to their relevance to the given query \(Q\). That is, even when using small values of \(N\), the decrease in the MAP is relatively minor, whereas the efficiency is substantially increased (because a smaller portion of the data graph has to be traversed). A similar result holds for the approach of [29].

Two useful features were demonstrated in [2]. The first is to specify that a keyword of the query must appear in the structure field. This is done by adding the suffix \(k\) to the keyword. For example, the query “France, capital?” would return the answer France \(\rightarrow\) capital \(\rightarrow\) France. Hence, this is a form of question answering. The second feature is the ability to group several keywords together by enclosing them inside curly brackets. The meaning is that those keywords should appear together in the same node of an answer. In [30], it is shown that these two features can enhance the performance (i.e., increase the MAP).

6. TWO DIMENSIONAL SEARCH

As enunciated in [28], keyword search over data graph is inherently a two-dimensional process. A specific answer is characterized by its content as well as by its pattern. The latter refers to the tree structure of an answer, that is, the pattern that we get when considering only the type of each node (and ignoring the node’s id and the rest of its content).

For example, consider the query “Lebanon, Israel.” Many answers to this query have a similar flavor: each one states that both countries are members of some organization. All those answers have the pattern \(\text{country} \leftarrow \text{organizations} \leftarrow \text{organization} \rightarrow \text{memberships} \rightarrow \text{country}\). It is pointless to show to the user many answers of this pattern if she is interested in something else. Some rudimentary features for dealing with this issue were demonstrated in [2]. For example, the user can specify that she is not interested in answers that have nodes of type \text{organization}.

A comprehensive approach would allow a user to seamlessly navigate across the two dimensions. Toward this end, we may want to allow a user (who has already seen some answers) to choose any option among the following three. First, getting the next best answer in the overall ranking order. Second, getting the next best answer of a particular pattern, which would be chosen from those of answers that have already been presented, and the user may impose some additional constraints (e.g., the pattern should include a specific node). Third, getting the best next answer of a pattern that has not yet appeared among the presented answers; again, some constraints might be imposed (e.g., the pattern should not include a node of type \text{organization}).

Efficient algorithm for supporting the above options should be developed. A possible approach might be based on a synergy of algorithms that directly search for answers on the data graph and those that first generate patterns and then compute them. The problem with the latter is that many of the generated patterns may yield empty results. Recent work [24, 25] developed algorithms that alleviate this problem by taking into account neighborhood constraints that the schema satisfies.

There is also a need for some additional methods and features to support two-dimensional search; for example, techniques for summarization and aggregation of answers. More details are given in [28].

Another approach is to facilitate two-dimensional search by automatically diversifying the presented answers. In [12], they introduced the idea of penalizing answers due to similarity to those that have already been presented to the user. Thus, the ranking is dynamic in the sense that after printing each answer, the remaining ones are re-ranked by adding a factor that takes into account similarity to the answers that the user has already seen. The notion of similarity is based on common parts either in the patterns of two answers or in their particular trees (i.e., by taking into account the id’s of nodes, rather than just their types).

7. CONCLUSIONS

Although work on keyword search over data graphs has already been done for (at least) a decade, there are still quite a few theoretical and practical issues that have to be tackled. Progress depends on a synergy of practical and theoretical research. It is essential to invest resources in creating real-world data graphs and developing evaluation frameworks.
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