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ABSTRACT
Current Web technologies enable an active role of users, who can create and share their contents very easily. This mass of information includes opinions about a variety of key interest topics and represents a new and invaluable source of marketing information. Public and private organizations that aim at understanding and analyzing this unsolicited feedback need adequate platforms that can support the detection and monitoring of key topics. Hence, there is an emerging trend towards automated market intelligence and the crafting of tools that allow monitoring in a mechanized fashion. We therefore present an approach that is based on quality of Web 2.0 sources as the key factor for information filtering and also allows the users to flexibly and easily compose their analysis environments thanks to the adoption of a mashup platform.
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1. INTRODUCTION
Current Web sources, particularly based on the users’ participation, are able to daily provide high volumes of heterogeneous data containing opinions about a variety of key interest topics (e.g., products, brands, services, or any subject of interest for users). Currently, these unsolicited feedbacks represent a new and invaluable source of information for the organizations that aim at understanding customers’ behavior and market trends. However, the size of this information base and its pace of change make manual market monitoring almost impossible and increase the difficulties in the identification of relevant and useful content. In fact, Web browsing is mainly supported by search engines that are general-purpose tools and, although efficient and commonly effective, sometimes are not able to satisfy the users’ expectations [12]. Due to the plethora of contents currently available on the Web and their heterogeneous nature, people and organizations not only need effective mechanisms to discover information, but also solutions to identify dependable and trustable services, fulfilling quality requirements, and to filter the provided contents based on specific information needs.

This paper discusses models, methods and technologies for supporting the access, filtering and analysis of data sources based on their quality. Covering these requirements raises a number of issues. First, relevant and authoritative Web sources must be selected. We will show that grounding the analysis of sources on data quality dimensions improves this task. Second, the end users should be able to compose on-demand the information access functionalities they need. We therefore propose a mashup paradigm for the creation of personalized Web access environments from a set of services for information access and filtering, which is in line with some emerging requirements for end-user programming [1].

The remainder of this paper is organized as follows. Section 2 reviews the main contributions related to the definition of quality models for Web 2.0 sources. In Section 3, we propose a quality model for the evaluation of authoritative Web sources. Section 4 illustrates some experiments that we have conducted to validate the basic assumptions on which the quality model is based. Section 5 describes the main methodological and technological ingredients to achieve the quality-based filtering and composition of dependable information sources, while Section 6 describes a concrete application of the proposed quality-driven framework for sentiment analysis. Section 7 finally draws our conclusions.

2. RELATED WORKS
The literature lacks quality models for the selection of relevant and authoritative Web 2.0 sources. Some works focus on the notion of reputation, defined as the general opinion about a person, a company, or an object [16]. Reputation is particularly significant to support decisions based on Internet-based service provisioning: in this context, it can be defined as a collective measure of trustworthiness based on the referrals or ratings from
members in a community. Few contributions address the concept of reputation of a generic Web object in terms of its credibility. For example, Rieh and Danielson [19] show that credibility is usually related to authority, quality, trust, and persuasion and is influenced by both superficial factors (e.g., design look, advertisement, information structure, company motive) and deeper aspects (e.g., usefulness and accuracy of information). Since Web credibility is seen as a user experience, Bilenko and White [8] evaluate the credibility of Web sites in terms of the user experience, monitoring features emerging from usage logs, such as dwell time and visit counts. Pun and Lochovsky [18] define the reputation of a Web source by considering quality dimensions such as cohesiveness, popularity, visual appearance, appropriateness, minimality, and navigation design. Akamine et al. [1] propose the WISDOM tool for the automatic classification of Web information sources based on credibility of information contents, credibility of information sender, and credibility of documents (from style and superficial evaluation). Special evaluation criteria for the reputation of Web 2.0 sources have been proposed by Conrad et al. [13]. They take into account several features, ranging from users’ participation to content grammatical accuracy. However, their measures only apply to Web blogs. Spelling errors are also considered as a rough but effective measure of source reputation by Gelman and Barletta [4]. Even in this case, the proposed indicator is applied only to Wikipedia pages.

Special focus needs to be put on the user-centered, participatory nature of the emergent Web 2.0 applications. This dimension indeed introduces new quality concerns, mainly related to the quality of user-created contents and the level of user participation. Especially when contents have to be analyzed to understand customers’ behavior and opinions, the quality of a Web 2.0 source depends on the accuracy of the user-provided contents and is influenced by the relevance of contents with respect to an analysis domain. The quality of the user participation also plays a fundamental role: the higher the participation of users in a Web 2.0 application, the higher the availability of contents. The user participation is in turn related to the user-perceived quality of the Web resource. However, the notion of user-perceived quality in Web 2.0 not always corresponds to the traditional notion of Web quality. For example, the diffusion of Facebook is undeniable, but the reasons behind the consensus of the user community remain unclear if explained in the light of Web quality dimensions [14]. One reason is that the usefulness of the retrieved information from the users’ point of view, in other words the relevance of contents with respect to some interesting entities, is still underestimated [14]. Some recent proposals highlight the importance of users’ participation and accuracy of user-provided contents. However, as already mentioned before, the limit of such works is that their models only apply to specific classes of Web 2.0 sources (e.g., Web blogs [13] or Wikipedia pages [4]).

3. QUALITY MODEL

Given the lack of adequate and generally valid approaches, we propose a quality model in which some dimensions capture not only the intrinsic quality of contents, but also their relevance with respect to an analysis domain, and the quality of user participation, for any Web 2.0 resource enabling user-based content creation. In line with other recent proposals on the quality of Web 2.0 sources [1], our model gives a central role to the quality of user-provided contents. We therefore capitalize on a previous classification of data quality dimensions [5], where accuracy, completeness, and time are proposed as fundamental data quality dimensions in any contexts, and interpretability, authority, and dependability are considered for semi-structured and non-structured sources of information, and thus are adequate to assess the quality of user-created contents. We have however revisited such “traditional” data quality dimensions to better express the relevance of the user-provided contents and the quality of the user participation. For example, the accuracy dimension, which traditionally corresponds to the notion of values correctness, in Web 2.0 should measure not only the capability of the source to provide correct content, but also the coherence of the user created content with the topics on which the source is focused. Thus, out of scope discussions are considered as errors.

In order to emphasize the relevance of the source contents with respect to some “interesting” entities, our model assumes the identification of a specific Domain of Interest (DI), which can be expressed as a set of variables delimiting the context of the analysis. DI can be for example expressed as

$$DI = \{<c_1, c_2, ..., c_n>, t, <l_1, l_2, ..., l_n>\}$$

to specify different categories of contents (\(<c_1, c_2, ..., c_n>\)) describing the main topics that are relevant for the analysis of the user-provided contents, a given time interval (\(t\)), and a set of geographical locations (\(<l_1, l_2, ..., l_n>\)) that can further help to assess the relevance of the source content with respect to the analysis goal. Any other domain variable could be included in the domain representation to capture any specific analysis goal.

Based on the assumption that DI provides the context of the analysis, we have identified some attributes that refine the data quality dimensions to focus on:

- **Relevance**: degree of specialization of the source in a given domain (e.g., tourism).
- **Breadth of contributions**: overall range of issues on which the source can provide information.
- **Traffic**: overall volume of information produced and exchanged in a given time frame.
- **Liveliness**: responsiveness to new issues or events.

The first two attributes concentrate on the adherence of contents to the selected DI; the last two attributes instead focus more on the users’ participation.

Assessing the quality of a Web 2.0 source according to the dimensions and the attributes previously introduced could not be enough when dealing with services such as Facebook or Twitter, where the focus on the person as an individual is pivotal. Indeed, in these sources, the trustworthiness of the content mostly depends on the quality of the contribution of the single users, and by the ability of the participating users to trigger relevant discussions, influence and spread ideas, also leveraging innovation [20][10].

With respect to this specific context, the literature has recently focused on opinion leaders, the so-called influencers [20] [11]. Therefore, we propose two different models to assess quality at the source level and at the contributors’ level.
Table 1. Source quality attributes and measures. Domain-dependent measures are reported in italics.

<table>
<thead>
<tr>
<th></th>
<th>Relevance</th>
<th>Breadth of Contributions</th>
<th>Traffic</th>
<th>Liveliness</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>number of open discussions that cover the content categories compared to the total number of discussions (crawling)</td>
<td>average number of comments per content category (crawling)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Completeness</strong></td>
<td>centrality, i.e., number of covered content categories (crawling)</td>
<td>number of open discussions per content category (crawling)</td>
<td>number of open discussions compared to largest Web blog/forum (crawling)</td>
<td>number of comments per user (crawling)</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>N/A</td>
<td>age of discussion thread (crawling)</td>
<td>traffic rank (<a href="http://www.alexa.com">www.alexa.com</a>)</td>
<td>average number of new opened discussions per day (<a href="http://www.alexa.com">www.alexa.com</a>)</td>
</tr>
<tr>
<td><strong>Interpretability</strong></td>
<td>N/A</td>
<td>average number of distinct tags per post (crawling)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>- number of feed subscriptions (Feedburner tool)</td>
<td></td>
<td>- daily page views (<a href="http://www.alexa.com">www.alexa.com</a>)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- average time spent on site (<a href="http://www.alexa.com">www.alexa.com</a>)</td>
<td></td>
</tr>
<tr>
<td><strong>Dependability</strong></td>
<td>bounce rate (<a href="http://www.alexa.com">www.alexa.com</a>)</td>
<td>number of comments per discussion (crawling)</td>
<td>N/A</td>
<td>average number of comments per discussion per day (crawling)</td>
</tr>
</tbody>
</table>

Table 2. Contributors’ quality attributes and measures. Domain-dependent measures are reported in italics.

<table>
<thead>
<tr>
<th></th>
<th>Relevance</th>
<th>Breadth of Contributions</th>
<th>Activity</th>
<th>Liveliness</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>N/A</td>
<td>average number of comments per content category</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Completeness</strong></td>
<td>centrality, i.e., number of covered content categories</td>
<td>number of open discussions</td>
<td>total number of interactions</td>
<td>average number of interactions per user</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>N/A</td>
<td>age of the user</td>
<td>number of times comments are read by other users</td>
<td>average number of new interactions per user per day</td>
</tr>
<tr>
<td><strong>Interpretability</strong></td>
<td>N/A</td>
<td>average number of distinct tags per post</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Authority</strong></td>
<td>average number of replies received per comment</td>
<td>N/A</td>
<td>number of received replies</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Dependability</strong></td>
<td>average number of feedbacks per comment</td>
<td>number of comments per discussion</td>
<td>number of feedbacks</td>
<td>average number of interactions per discussion per day</td>
</tr>
</tbody>
</table>

3.1 Source Quality

Table 1 summarizes the new attributes and the corresponding measures (table columns) that enrich the assessment of the quality dimensions (table rows) for Web 2.0 sources. The source of measures is reported in parentheses, where “crawling” means either manual inspection or automated crawling depending on the site. The computation of some measures can be also performed by means of well-known public services, such as Alexa (www.alexa.com), providing the traffic volume for well-known Internet sites, or Technorati (www.technorati.com) and Huffingtonpost (a blog of blogs), reporting data about blog traffic. Notice that not all the quality attributes apply to all the data quality dimensions (not applicable, N/A in Table 1). In general, our choice of measures has been driven by feasibility, i.e., we considered only quantitative and measurable measures.

The source quality assessment is constrained by the domain of interest. In fact, we distinguish between domain-independent and domain-dependent measures. The former support an objective evaluation of the source without considering the specific analysis interests and goals; the latter (the ones reported in italics in Table 1) assess the capability of the source to offer relevant content in the considered domain. The overall source quality is thus obtained...
as a weighted average of the different measures that are normalized by considering benchmarks derived from the assessment of well-known, highly-ranked sources.

3.2 Contributors Quality
Starting from the same quality dimension presented in Table 1, we have revisited the attributes and the measures to reflect also the quality of contributions of single users. While the three attributes breadth of contributions, relevance, and liveliness still apply to individual users, as Table 2 shows, it is necessary to revisit the notion of traffic, turning it into activity, i.e., the overall amount of user interaction in the social network. In order to abstract from a specific service, we consider as interaction any social tool available (e.g., the Facebook “likes”, or the Twitter “retweets”, “mentions”, and “shares”). Similar to the source quality model, domain dependent measures are reported in italics in Table 2.

It is worth noting that, different from previous literature’s approaches, our model distinguishes between absolute volumes of interactions, such as in the activity attribute, and relative volumes of interactions, which are instead typical of the relevance. Such distinction allows one identifying the abilities of a user to generate reactions and also her efficiency in a given domain, i.e., how much relevant information she is able to generate through few interactions. Moreover a smart combination of these measures can also help reduce the problems deriving from spammers and bots.

4. MODEL VALIDATION

4.1 Source Quality Validation
In order to validate whether our quality model introduces significant contributions, we compared our quality-based ranking with the well-affirmed source ranking computed by Google. We performed over 100 queries with Google, limiting the results of each query to the first 20 blogs and forums (for a total of more than 2000 analyzed sites); then we re-ranked the search results according to our measures and compared the two rankings by computing the distance between the positions of the same items in the two rankings. Such distance has been calculated by using the Kendall tau, a statistic measure to evaluate the similarity of the orderings of the data when ranked by each of the quantities. The Kendall tau statistical analysis has shown lack of correlation between each single measure in Table 1 and Google rank (between -0.1 and 0.1), thus confirming that Google ranking is not based on one single measure. The found average distance between the two rankings is 4, which is noteworthy if we consider that only the first 20 result items for each query have been considered in both the rankings. The obtained variance values especially highlight that in some cases the distance is particularly high: indeed the percentage of cases in which the difference is greater than 5 is at least the 35% and it is greater than 10 in about 2.5% of the cases. Moreover, the percentage of coincident ranking position is between 7% and 8%.

As a further step, we aimed to analyze the variability of the quality measures and their dependencies. In order to find both direct and indirect correlations due to unobserved variables, we performed a factor analysis, based on the principal component technique. As reported in Table 3, this analysis allowed us to reduce the measures to three component indicators: traffic, participation, and time, each one aggregating a subset of the original measures. Since Google ranking is domain independent, we considered only domain independent measures listed in Table 1. For example we excluded a measure such as the average number of comments per content category.

Through linear regressions, we then analysed the relations between each component and the Google search ranking. The third column of Table 3 reports the directions of the relations (positive or negative) between each identified component and Google ranks and the corresponding level of significance. The relation between traffic and Google rank is significant and positive, meaning that traffic is a good predictor of Google positioning. On the other hand the relation between participation and Google rank is significant and negative. Finally, time and Google rank are negatively related and the relation is significant, so the better the results in such an indicator, the worse it is on a Google search. These analyses confirm that Google rank is directly related to traffic and inbound links, privileging mere number of contacts rather than the actual interest and participation of the users and the quality of users’ interactions. Indeed, the inverse relations between Google rank and time and participation give some evidence of the fact that highly participated websites can be even penalized in a Google search or, at least, not rewarded. Our quality model, instead, especially aims to cover also the user participation dimension.

4.2 Contributors Quality Validation
In order to test the validity of adopting both absolute volumes and relative volumes measures, we have analyzed the interactions of the most influential Twitter users located in London, provided by the well-known Twitter analytics Website Twitaholic1. This dataset is composed by 813 users with a certain degree of heterogeneity; in particular, the minimum value for mentions and retweets is 0, while the maximum is 84000, and the difference between the most and the least connected users is about 4 orders of magnitude. Although apparently limited in size, this sample can be considered statistically significant since its descriptive statistics and the observed correlations are comparable to those ones reported in other studies based on very large samples [11]. We have then manually annotated the dataset with information on the kind of user the account is about, specifically we have mined whether the user represents a brand or a company (e.g., the Coldplay), a news source (e.g., BBC), or people (e.g., Scott Mills).

In order, to analyze if the considered factors are significant for any of the user classes, we used the ANOVA test. In particular, with such test we analyzed the mean differences among the three types of users. A further post-hoc analysis has then allowed us to make an ordinal comparison among the different variables. Table 4 reports the result of such analysis performed through the Bonferroni test. Results show differences of our absolute volumes and relative volumes measures, by running three paired comparisons among the categories of users. Significance values have been found through an ANOVA test: values greater than 0.050 indicate that the two categories have the same mean for a given variable. Table 4 also reports whether the results of each paired difference is positive or negative.

In the case of Twitter, the number of interactions corresponds to the number of generated tweets (including retweets). It is clear that news sources have much higher absolute volumes of retweets than brands and people, while the difference between brands and people is not significant. In addition to that, brands present fewer interactions than news sources and people. These results are significant since retweets have always been considered an important indicator of influence. Since it is evident that news sources, by nature, have an advantage in generating retweets, it is

1 http://twitaholic.com
important to distinguish the type of users in order to avoid a biased measure of influence. On the other hand, people accounts present higher average values in terms of mentions than news sources and brands. It is well-known that one-to-one communications are more effective in triggering customer engagement, and it seems clear that mentions are a good means to exploit one-to-one communication, granting interactivity with followers in Twitter [11]. Relative values of retweets and mentions do not have differences across categories. This means that even sources that have higher absolute volumes do not have the ability to spread all content, e.g. a few news will be retweeted a lot while other news will not trigger any interest in readers.

Table 3. Componentization of data quality measures: measures are grouped within the corresponding component. The relation among the identified components and Google is tested through linear regressions.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Identified Component</th>
<th>Relation with Google</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic rank</td>
<td>traffic</td>
<td>positive (sig &lt; 0.001)</td>
</tr>
<tr>
<td>Daily visitors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily page views</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of inbound links</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of open discussions compared to largest Web blog/forum</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average number of new opened discussions per day</td>
<td>participation</td>
<td>negative (sig &lt; 0.010)</td>
</tr>
<tr>
<td>Number of comments per discussion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average number of comments per discussion per day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bounce rate</td>
<td>time</td>
<td>negative (sig &lt; 0.050)</td>
</tr>
<tr>
<td>Average time spent on site</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Paired differences of means of considered measures by account kind. Results are obtained through Bonferroni test, significance in parenthesis is obtained through ANOVA.

<table>
<thead>
<tr>
<th>Difference</th>
<th>people – brand</th>
<th>people – news</th>
<th>news – brand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactions</td>
<td>&gt; 0 (sig = 0.002)</td>
<td>= 0 (sig = 0.775)</td>
<td>&gt; 0 (sig = 0.001)</td>
</tr>
<tr>
<td>Absolute mentions (number of replies received)</td>
<td>&gt; 0 (sig = 0.016)</td>
<td>&gt; 0 (sig = 0.026)</td>
<td>= 0 (sig = 1.000)</td>
</tr>
<tr>
<td>Absolute retweets (number of feedbacks)</td>
<td>= 0 (sig = 1.000)</td>
<td>&lt; 0 (sig &lt; 0.001)</td>
<td>&gt; 0 (sig &lt; 0.001)</td>
</tr>
<tr>
<td>Relative mentions (average number of replies received per comment)</td>
<td>= 0 (sig = 0.933)</td>
<td>= 0 (sig = 0.140)</td>
<td>= 0 (sig = 1.000)</td>
</tr>
<tr>
<td>Relative retweets (average number of feedbacks received per comment)</td>
<td>= 0 (sig = 0.839)</td>
<td>= 0 (sig = 0.311)</td>
<td>= 0 (sig = 1.000)</td>
</tr>
</tbody>
</table>

5. A QUALITY-DRIVEN MASHUP FRAMEWORK

The model presented in Section 3 can be adopted for the definition of an analysis framework where contents from Web 2.0 sources can be composed, filtered and analyzed. For example, if organizations want to use Web 2.0 sources to understand the online opinion about their products [6], they could exploit the model to select the trustworthiest sources, thus improving the reliability of the opinion mining. Analogously, after a first-stage analysis of the source quality, a more specific focus on the most “participated” categories of contents and on the influential users can help catch hot trends or stop negative sentiment before a large-scale diffusion of the users’ opinion [20]. The presence of orthogonal dimensions and attributes in our quality model facilitates the identification of analysis services, which the end-users can use in multiple ways to satisfy disparate analysis needs. Analysis services can (i) support quality-based selection of the most relevant contents, for example based on the different domain-dependent quality measures; (ii) support simple filter operations, to clean Web source contents on the basis of some selection criteria (e.g., an interesting content category, the freshness of contents based on a specified time interval, the breadth of contributions about a given subject in a forum); (iii) perform content-based analysis (e.g., feature extraction for buzz word identification). Given such a
multiplicity of services, the analysis scenario that we envision is thus characterized by a mashup paradigm in which analysis services are combined with data services, the former being wrappers defined on top of the filtered authoritative sources to enable the access to their contents.

The provision of quality service and their mashup-based composition with data sources is in line with the current trend of empowering the users with tools for the construction of the so-called situational applications, i.e., applications that serve a well-defined purpose, and are developed for a limited time horizon [15]. If supported by adequate tools, able to ease the composition task, the mashup paradigm can allow even non-expert users to create their own personalized view over the selected information sources, without the aid of expert developers [9]. This modus operandi increases productivity. There is indeed a long tail of information filtering and composition tasks that are not adequately supported by long-lived enterprise applications, due for example to very specific needs and preferences that characterize the activity of individuals, or also to immediate unexpected business problems [15].

6. A CONCRETE EXPERIENCE: MASHUPS FOR SENTIMENT ANALYSIS

In the context of a project funded by the Milan Municipality we have worked on the development of a Web platform to support end-users constructing by themselves dashboards for sentiment analysis in the tourism domain. Sentiment analysis focuses on understanding market trends starting from the unsolicited feedback provided by users comments published on the Web [6][7]. The goal of the project is to mine the opinion of people about the Milan city tourism services. In this context the need for a methodology and tools easing the analysis of the huge quantity of user-provided opinions that the Web daily provides is essential. In particular, the assessment of data sources and contributors quality is cornerstone to ensure a reliable sentiment analysis. Therefore, our project has focused on the automatic extraction of sentiment indicators summarizing the opinions contained in user generated contents [7] and on the provision of a mashup environment where analysts can self-construct their analyses [9].
Within this analysis framework the overall sentiment assessment is weighed with respect to the quality of the Web sources. We have developed data services for the access to contents crawled from Twitter, TripAdvisor, and LonelyPlanet that, according to our model and domain of interest, resulted as the top ranked sources. We have also developed a number of analysis services to measure data sources and user quality according to the model introduced in Section 3. Figure 1 reports an example of mashup where the user has selected two data sources storing users comments extracted from Twitter and TripAdvisor. A filter is applied to select the only comments from users that are considered influencers. Influencers' data are visualized through a list-based viewer, which is integrated with Google Maps to show the influencers locations. A further synchronization with another map and another list-based viewer allows one to see the original posts of each influencer, as well as the geo-localization of their posts, if available.

The implementation of the sentiment analysis framework has confirmed us the applicability of the main choices at the basis of our approach, namely the centrality of quality for content filtering and the opportunity for the end-users to self-create their quality-based filtering and analysis process. We are confident that the overall approach can be generalized to any other framework where the analysis of Web 2.0, user-provided contents is needed. The intrinsic modularity of the proposed approach is indeed open to the extension towards new kinds of domains, quality dimensions and analyses.

7. CONCLUSION
This paper has discussed the need for methodology and tools easing the analysis of the huge quantity of data that the Web daily provides, and has proposed reputation as a key factor to drive content filtering. Our reputation model is articulated across different orthogonal dimensions; this feature has facilitated the identification of orthogonal analysis services, with the advantage for the end users to mash-up these services in multiple ways, to satisfy disparate situational needs and, in some cases, create innovative added value.

The modularity of the proposed approach is open to the extension towards new kinds of analysis. Our current work focuses on the design and development of new analysis components. To accommodate the always-increasing need of filtering out the noise, understanding users’ conversations, identifying and analyzing the relevant content, we are now developing services for sentiment analysis [6][7].
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2 The domain of interest defined for the sentiment analysis, and in particular the categories of relevant contents to be analyzed, derive from the well-known Anholt model that addresses the tourism domain [3].
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